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Introduction:
The objective of this work is to investigate the impact of 
depth-supervised loss on both training time and 
performance. While the Depth-supervised NeRF paper 
demonstrated the effectiveness of depth-supervised loss 
in reducing training time for static scenes, our study aims 
to evaluate whether this approach can be applied to 
dynamic scenes. To achieve this goal, we incorporated the 
ds-loss into the Neural Scene Flow Fields model and 
conducted experiments with different loss combinations.

Input-output:
Static Scene: 

RGB images ➡ FΘ : (x, d) ⇒ (c, σ) ➡ novel view synthesis
Dynamic Scene:

monocular video ➡ FΘ : (x, d, t) ⇒ (c, σ, ƒ
t → t ± 1

) 
            ➡  space-time view synthesis

Network or Framework details:

Dataset information:
For the static scene, we used the Gopher dataset captured 
by Group 1. For the dynamic scene, we used the "kids 
running video" from the Neural Scene Flow paper. 
Specifically, we utilized the first 1 second of the video, 
which consists of 30 frames, for our experiments.

What we experimented on:
Dynamic Scene:
● No depth loss (None)
● DS loss only (DS)
● Single-view depth loss (SV)
● DS loss + Single-view depth loss (Mix)
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Depth-supervised NeRF: Fewer Views and Faster Training for Free, Deng et al., 2022
Neural Scene Flow Fields for Space-Time View Synthesis of Dynamic Scenes, Li et al., 2021


